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Abstract. This article addresses the problem of automatic summariza-
tion of press articles in Polish. Main novelty of this research lays in the
proposal of a summarization algorithm relying mainly on coreference
information. Such system was never implemented for Polish language.
Moreover, the article contains first evaluation of several Polish summa-
rizers on the same dataset.
First, three publicly available summarization systems for Polish are pre-
sented. Second, the new coreference-based extractive summarization sys-
tem Emily is introduced. Emily’s algorithm utilises advanced third-
party preprocessing tools to extract coreference information from the
text to be summarized. This information is transformed into a complex
set of features related to coreference concepts (mentions and coreference
clusters) that are used for training (on the basis of a manually prepared
gold summaries corpus) the machine learning summarization system.
Newly proposed solution is compared to the three previously described
summarization systems and a Baseline system, which produces a sum-
mary by extracting the beginning of the original text. A method is pro-
posed to normalise the length of summaries for the three reference sys-
tems to make the comparison fair. The evaluation is performed on the
Polish Summaries Corpus, a large corpus of middle-length press arti-
cles.
The conclusion is that the Baseline summarization system obtains best
scores, especially for the summaries of a very limited length. Emily’s per-
formance is mediocre, yet it outperforms one of the competing systems
in a statistically significant way.

1 Introduction

According to the Oxford Advanced Learner’s Dictionary1 a summary is a short
statement that gives only the main points of something, not the details. Nowa-
days, the amount of information available is astonishingly big, mainly due to

1 See http://www.oxforddictionaries.com/definition/learner/summary.
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its electronic form of storage. This form allows automatic computer process-
ing of that information, making it feasible for humans to take advantage of the
so-called big data and benefit from the knowledge accumulated by automated
systems and presented to the reader in a concise way.

Narrowing the focus to the natural language data, we still observe an over-
whelming amount of texts available in the Internet. It is impossible for anybody
to monitor and read all the information appearing at information portals, even
when only selected subjects are of one’s interest. Available information is often
too broad.

One of the solutions to such problems is automatic summarization, performed
on a large volume of documents, which allows for controlled information selection
and compression. A system which performs the automatic summarization should
be a replacement for an expert. Its role is to process many documents on the
selected topic and present a summary, describing most interesting facts.

In this article I focus on the possibility of using coreference information as
the main factor influencing the automatic summarization process. Moreover, I
consider only single document summarization of press articles, written in Polish
language. Such approach was not yet investigated by any researcher. The main
reason behind the language choice (despite the fact it is my native one) is recent
appearance of the required toolset for Polish: the first tools performing coref-
erence resolution [1, 2, 3, 4, 5] as well as the corpus of manually constructed
summaries [6], which may be used both for development and evaluation of new
summarization methods.

1.1 Coreference-related definitions

Coreference is a linguistic relation, occurring between two or more expressions
in a text referring to the same object. For example in the text:

Bill came. He was upset.

both Bill and He refer to the same entity. All expressions referring to the same
object in a text are connected with coreference relation, therefore they form
a coreference cluster, sometimes also called a coreference chain (a sequence of
cluster elements in the order they appear in the text). The expressions which
are subjects of the coreference relation are called mentions. In this article we
will consider only noun-phrase mentions, including pronouns and zero (or null)
subjects. The phenomenon of the zero subjects in Polish is very important to
take into account, as about 30% of sentences use such subjects to express the
central entity of the sentence [7].

For the scope of this article we will focus on single-document coreference,
although multi-document relations are also studied by many researchers.
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2 Related Work

First work on the automatic summarization appeared in the late ’50s published
by Luhn [8]. The early research involved performing simple statistical experi-
ments on extraction summarization. A summary was created by selecting the
most important sentences from the original document, such extraction of full
sentences was a way to avoid the problem of generation of syntactically and
semantically correct sentences.

Next years of the summarization research (e.g. [9]) involved improvements in
sentence weighting techniques by introducing more weighting factors, like posi-
tion of the sentence in text, appearance of words from the title of the document
or presence of predefined cue-words. It is worth to notice that in these times the
balance in weighting different features was maintained manually by researchers,
who selected weights via experiments. These approaches were gradually replaced
by supervised machine learning techniques to automatically deduce the optimal
weights of various factors of sentence importance. For that purpose, corpora
of human-created summaries were produced, for example Ziff-Davis corpus by
Marcu [10].

Later on, sentence extraction was conducted via new methods, for example
by clustering sentences and then selecting a representative sentence from each
cluster, to limit redundancy in the final summary (e.g. [11]). Methods using
pure lexical frequency statistics were enriched by knowledge sources, such as
thesauri, allowing for detection of the same entity mentioned using different
words throughout the document (e.g. [12]). Lexical or coreference chains were
utilised to signal the main text topic and its side-topics.

In this section I am going to describe the automatic summarization ap-
proaches which build on coreference information to extract most important con-
tent from the source text. As no similar experiments were made up to date for
Polish language, I am also going to provide a background study of several sum-
marization attempts for Polish, as they will be used for an evaluation of the
newly proposed algorithm.

2.1 Summarization using coreference

The underlying assumption for using coreference for summarization is that coref-
erence chains allow to identify the most important entities appearing in a given
document, which often cannot be done using purely lexical data (as entities are
represented most often using several different phrases, pronouns or zero sub-
jects). Moreover, efficient coreference resolution may be used to produce entity-
focused summaries, for example by extracting only these sentences from the
source document, which contain a mention coreferent with given entity.

Most articles about using coreference information for summarization can be
divided into two types:

1. coreference-based summary content selection,
2. coreference-based extractive summary revision.
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The focus of this article is the first type, therefore only such research is presented
in this section.

The first work which connects summarization with coreference resolution was
published in 1998. Baldwin and Morton [13] study query-sensitive summarization
by sentence extraction. The target summary is supposed to be indicative and
show whether the summarized document is relevant to user’s query. Identity
and part-whole relations are identified between mentions in the document and
the query. Mentions are defined as proper names (compared using dictionaries,
acronym tables, character sequence similarity), verbs (compared by their co-
occurrence frequency or presence of the same arguments), adjectives and nouns
(compared by lemma and part of speech equality). On the basis of detected
coreference chains, sentences are selected to the summary in a greedy fashion, to
cover as many coreference chains containing mentions from the query as possible.

Summarization system by Azzam et al. [14] creates generic single-document
summary of a text by selecting one of the automatically detected coreference
chains in it. The ‘best’ chain is chosen heuristically, and the final output of the
system is the concatenation of a subset of original sentences containing elements
from the chain.

Stuckardt in [15] analyses an application of coreference to the summarization
task. The author suggests that both use cases benefit the most from connect-
ing lexically informative mentions with non-informative ones with coreference
relations, e.g. it is more useful to know which proper noun is referred to by a
pronoun, than that two pronouns co-refer.

The articles [16, 17] focus on the task of producing 10-word single-document
summaries. Their system outputs most important noun phrases from the original
text, selecting them on the basis of coreference chains they belong to. The chains
are ranked according to their size and additional bonus for having an element in
the first two sentences of the text. Then, the longest mention from each chain is
added to the summary in the order of chain ranks, until desired summary size
is obtained.

Steinberger et al. [18] extend a summarization method based on Latent Se-
mantic Analysis (LSA) with automatically obtained coreference information.
Novel approach of Steinberger et al. is to add coreference information to the
word-sentence matrix in one of two ways: either replace each mention with the
first mention in its coreference chain or add the chain identifier as a new fea-
ture to the matrix. Several experiments show, that only the second approach
improves the performance of the original algorithm.

Hendrickx et al. [19] present an addition of coreference information and sen-
tence compression to a previously introduced graph-based query-focused multi-
document update summarization system. Their original system represents sen-
tences as nodes in several graphs, which either model relevancy or redundancy
of information in two sentences connected by an edge. They use two relevance
graphs: for query-relevance (cosine similarity to query) and relatedness (cosine
similarity of sentences from the same source document) and two redundancy
graphs: cross-document relatedness (cosine similarity between sentences coming
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from different documents) and redundancy (cosine similarity to known informa-
tion document set). Such graphs are then used to choose most salient sentences,
combining information from different types of edges using weights tuned via
genetic algorithm. The coreference addition introduces new relevance graph to
the system, which simply connects sentences which contain coreferent mentions
(with edge weigh derived from the number of such mentions). The scope of
coreference resolution concerns only noun phrases.

Work described in [20] concerns a task different from the others presented in
this section. The task is to summarize research papers by extracting contexts in
which they are cited. There is no final summary produced, the final output of
their algorithm is a set of citation contexts. Such task may not be directly com-
pared to news summarization, yet in documents published in the web, hyperlinks
may play similar role to citations in research papers.

Smith et al. [21] propose an extraction-based single document summarizer
COHSUM, which selects content using coreference information only. Their key
idea is to treat sentences as nodes in a graph, connected by coreference relations
between mentions contained in these sentences. Nodes in this graph are then
scored with the help of an algorithm similar to TextRank [22], which is a vari-
ant of famous PageRank algorithm [23]. Additionally, a representative mention
(most elaborate) is heuristically chosen for each coreference chain. Only the sen-
tence with such representative mention has both outgoing and incoming links,
otherwise only incoming links are introduced. Using such graph, PageRank
scores nodes for importance, and COHSUM extracts most highly ranked sen-
tences to the summary in a greedy fashion.

The impact of using coreference resolution to help NLP applications is studied
by Mitkov [24]. One of the applications described in the paper is the automatic
summarization: the authors test whether a keyword-based summarizer [25] ben-
efits from having the coreference information (produced automatically by BART
system [26]).

2.2 Summarization of Polish texts

Not much research was done up-to-date in the area of automatic summarization
for Polish texts, especially there were no attempts to benefit from coreference
information for summarization. However, several summarization tools for Polish
which are publicly available do exist and will serve as the reference point in the
evaluation of newly proposed method. These are presented in more detail in next
sections.

Dudczak Adam Dudczak researched automatic summarization of Polish news
in his master’s thesis [27], as well as in several other publications: [28, 29, 30].
His summarization process begins with heuristic paragraph, sentence and word
segmentation, as well paragraph title detection. Then one of six methods of
sentence selection is used:
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– Selecting the beginning of the original text, up to the desired size of the
summary.

– Random choice of sentences.
– Relying on sentence position in a paragraph and paragraph position in text

– sentences are ordered based on these two properties: most important is
the first sentence of the first paragraph, then first sentence of the second
paragraph, etc., and after first sentence of the last paragraph comes second
sentence of the first paragraph and so on; author reports best scores were
obtained by this sentence selection method.

– Using TF-IDF or OKAPI BM25 word scores to rank sentence importance:
sentence score is a sum of scores of its lemmatized words (lemmatization via
Morfeusz by [31]); reference corpus for two metrics is the Polish Wikipedia.
Some parameters are available: whether to score all words or only nouns,
whether to score only several words of highest score in each sentence or
whether to reject words below a specified threshold from the sum.

– Utilising lexical chains information: the algorithm uses a thesaurus (with
synonymy, hyponymy and hypernymy relations) from synonimy.ux.pl web-
page2. Lexical chains of words related in the thesaurus are created and sorted
by quality, the longer and more homogeneous first. Best chains are used to
score sentences their elements belong to.

Świetlicka Joanna Świetlicka implemented sentence extraction summarization
system based on machine learning in her master’s thesis [32]. Her implementa-
tion uses TAKIPI [33] for segmentation and tagging. Sentences are selected to
summary on the basis of a machine-learned combination of the following features:

– LLR – average log-likelihood ratio of words in the sentence. LLR values are
calculated using 30 million word subcorpus of IPIPAN Corpus [34].

– TF-IDF – average TF-IDF score of words in the sentence, calculated with
the use of the same corpus as the previous feature.

– Sentence centrality – average similarity of the sentence compared to each
other sentence. Similarity is calculated as cosine between sentence TF-IDF
vectors. There is also another version of this feature, where sentence are
clustered according to the defined similarity and centrality score is only
measured comparing the sentence to other sentences in its cluster.

– Appearance of words indicating importance (based on a manually created
word list), such as „ważny” (’important’) or „pierwszy” (’first’).

– Appearance of words indicating non-importance (based on a manually cre-
ated word list), such as „zresztą” (’besides’) or „także” (’also’).

– Machine-learned score of sentence importance calculated on the basis of its
first word or two first words.

– Presence of a word from the title in the sentence.
– Similarity of the sentence and the title (as in centrality).

2 The site unfortunately does not exist now, however the last versions of its resources
are available at https://dobryslownik.pl/pobierz/.
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– Proportion of capitalized words in the sentence.
– Proportion of non-word tokens in the sentence (e.g. punctuation or numbers).
– Position of the sentence in text and in paragraph.
– Length of the sentence, paragraph, text.
– Last word of the sentence.

Words from a manually created stop list (201 entries) are ignored by most fea-
tures, there is also a possibility to ignore all words except nouns, as in Lakon.

Sentences are ranked by the learned model on basis of presented features and
these with highest score are selected to the summary. However, some smoothing
is applied prior to the selection, as sentences adjacent to highly-scored ones ob-
tain some small bonus to their score. Finally, sentence compression is performed:
fragments in parentheses are removed, as well as some rhetorical constructions
at the beginning of a sentences (e.g. „zatem” [’therefore’]).

OpenTextSummarizer OpenTextSummarizer is a multi-language open
source tool for summarizing texts, created by Rotem [35]. The tool is used as
a benchmark in several publications and includes a setting for Polish language,
therefore it is worth to be compared with other, Polish-specific summarization
methods.

The algorithm of OTS is very simple. It starts with sentence segmenta-
tion, based on a heuristic of chosen sentence-ending characters with a list of
exceptions, i.e. specific phrases which contain sentence-ending characters, but
do not indicate sentence boundaries. Then the text is stemmed and stop-words
are removed. All tokens are assigned a score equal to their count in the whole
document, and each sentence is assigned weight equal to sum of scores of all its
tokens. Summary is composed from the sentences with the top weights. Size of
summary is configurable by the user as the percent of total sentence count of
the source document.

Support for Polish language is rather limited – the only customisation is
29-word stop-list. In comparison, English settings also include stemming rules,
synonyms and past-forms lemmatization for a number of verbs.

3 Problem Statement

The problem stated in this article is to create a summarization tool, capable
of creating summaries of a given ratio, specified as the percentage of the word
count of the original document. The summarization task is defined as taking a
raw text input and producing a raw text output. The evaluation of a summary
should be based on comparing these raw texts. It shouldn’t rely on the way
gold or system summary was created, as it narrows the possibility of comparing
systems, which produce summaries using different means. For example, both
Dudczak and Świetlicka created sentence-extraction based systems and evaluated
them by comparing with sentence-extraction based gold summaries corpora. This



30 Mateusz Kopeć

prevents from comparing their results with other systems, not using sentence
extraction.

The target size of the summary is set in the number of words, again to allow
for fair comparisons. Using for example the number of sentences would possibly
favour the systems producing longer sentences and therefore possible to convey
more information (see Section 6.2 for information, how that target was reached
for existing systems).

4 Dataset

The dataset used in this article is the Polish Summaries Corpus, a resource
created recently to allow for thorough evaluation of single-document automatic
summarization systems for Polish news articles. The corpus is available to down-
load at http://zil.ipipan.waw.pl/PolishSummariesCorpus, the version used
in this article is 1.0.

The corpus contains manual single-document summaries of press articles
coming from the Rzeczpospolita Corpus (RC) by Weiss [36] — a collection
of articles from the Web archive of Rzeczpospolita, a nationwide Polish daily
newspaper. PSC contains 569 original texts, having from 1000 to 4000 words
and coming from 7 sections of the newspaper (see Table 1). On average, a text
contains approximately 100 sentences. All 569 text have extractive summaries,
154 out of 569 also have abstractive summaries.

Text Abstractive Extractive
domain corpus corpus
Social and political 22 393
Sport 22 36
Economy 22 34
Cultural news 22 32
Law 22 26
National news 22 24
Science and technology 22 24
Total 154 569

Table 1. Selected domains

Manual summarization was conducted by 11 annotators, who were randomly
assigned texts for summarizing. 5 independently created versions of each man-
ual summary were created following the research by Nenkova, where 4 to 5
summaries were said to provide an optimal balance of annotation effort and
reliability for the Pyramid method evaluation (see for example [37]).
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4.1 Extractive summaries

Annotators were instructed to create three extractive summaries of a given text,
each constituting approximately 20%, 10% and 5% of the word count of the
original. Minor (a few word-length) deviations were acceptable. Only original
words and punctuation in the original order had to be used (so that annotators
could e.g. select just the superordinate clause and a finishing dot, removing
the less important part of a sentence such as subordinate clauses, interjections,
excessing adjectives etc.) As phrases could be selected and sentences combined,
lower case start of the sentence or an upper case character in the middle of
the resulting sentence was acceptable. The sequence of summaries was forced to
be inclusive, i.e. the 10-percent summary had to use only fragments previously
selected for a 20-percent summary — and, similarly, the 5-percent summary had
to use only fragments previously selected for a 10-percent summary. In this way
a partial importance ranking of text spans could be inferred.

4.2 Abstractive summaries

Similarly to the previous task, annotators were instructed to create 3 abstractive
summaries of a given text, each constituting approximately 20%, 10% and 5% of
the word count of the original, with acceptable minor deviations in word count.
Contrary to extractive summaries, abstractive summaries did not have to contain
fragments of original texts and could express the same ideas “in own words” of
an annotator. Differently from the extractive, longer summaries did not have to
contain fragments of shorter ones, but they could.

4.3 Development and test set

Polish Summaries Corpus contains 70 interviews, which are difficult to pro-
cess for non-specialized coreference resolvers, therefore were rejected from this
study. To allow for evaluation in comparison to abstractive, well formed sum-
maries, as justified in the Section 3, all the texts with abstractive summaries were
left for final evaluation. Therefore test set contained 154 texts from 7 domains
(see Table 1).

Development and training set was composed from all other texts in the PSC,
discarding interviews, which resulted in 345 texts total.

5 Solution

The summarization tool is called Emily and was written in Java, its source
code is publicly available at Git repository: http://git.nlp.ipipan.waw.pl/
summarization/emily. The exact version which may be used to replicate the
experiment has 1.0 tag. Details of the algorithm behind the tool are described
in this section.
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5.1 Algorithm

The algorithm relies on dividing the content of the original text into units. In
the current implementation, these are either clauses (Emily-C) or full sentences
(Emily-S), defined in the tool settings. Each unit is assigned a score based on
machine learned model, then units with the highest scores are concatenated to
create final summary, until desired summary size is obtained.

The model which scores each unit from the original text is a regression model.
Unit examples from the training corpus have their scores calculated based on
manual summaries they belong to; each unit is connected to a set of its features.
The model learns how to calculate unit scores for new, unseen examples, relying
only on their features. This approach is similar to Świetlicka’s, yet she used only
1 or 0 as the unit (in her case: a sentence) score, as she used a training corpus
with single summary for each training document. I decided to use different unit
scoring procedure.

Each document in the training corpus has 15 extractive summaries: 5 inde-
pendent summaries for each ratio: 5%, 10% and 20%. As the manual extractive
summaries were annotated without any constraints, every single character of the
original document may either by part of one of the summaries or not. As there
are 15 summaries, every character may be in any number of summaries from 0
to 15. The score of each unit is calculated based on its characters: a unit gets
one point for each its character, which was included by a single annotator in a
single summary. It means, that the maximal number of points a unit may receive
is n*15, where n is the character count of the unit.

After each unit in a single text gets its points calculated according the proce-
dure presented above, the unit scores are standardized, i.e. scaled to have mean
of 0 and a standard deviation of 1. After such standardization applied in every
training text each training example (i.e. a unit) has its gold score attached.

5.2 Preprocessing and unit extraction

The assumption of implemented system is advanced NLP preprocessing, produc-
ing:

– sentence, token and paragraph segmentation (Concraft [38] tagger was
used for experiments described in this article),

– morphosyntactic analysis and tagging (provided by Morfeusz [31], Maca
[39] and Concraft),

– shallow parsing (implemented in Spejd [40])
– named entity recognition (produced by Nerf [41]),
– mention detection (given by Mention Detector [1]),
– coreference resolution (performed by Bartek [1]).

To produce these annotation layers, I usedMultiservice [42], a platform main-
tained by the Institute of Computer Science Polish Academy of Sciences. This
platform provides online access to various NLP tools, which may be used both
manually and by machine-friendly API.
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If the clause unit approach is used, the clause splitting algorithm was needed.
It was implemented as in Mention Detector: First, the sentence was split
into candidate clauses at any of the following tokens: i (and), albo (or), lub (or)
and characters: comma, semicolon, colon, parentheses, hyphen, en-dash, quote.
Then, scanning from the beginning of the sentence, each clause was checked for
the presence of a verb. If none were found, it was merged with the next clause.
Moreover, clause splits were not allowed inside a syntactic word or group.

For performance reasons during experiments Emily performed NLP prepro-
cessing once for all the text and then used cached data, however in standard
usage input text is sent to Multiservice for preprocessing, which requires in-
ternet connection.

5.3 Features of a unit

Each unit was described using a set of mention- and coreference-related features
defined in this section. To present these features, it is necessary to define several
variables:

– normalization type NT : words, characters,
– set characteristic type ST : minimal, maximal, average,
– mention type MT : any, zero subject, pronoun, singleton,
– non-singleton mention type MNST : any, zero subject, pronoun,
– cluster type CT : any, singleton.

With such definitions, we are able to present the features in a more concise
way. Mention-related features of a unit are:

1. number of mentions of type MT which are inside given unit (4 features),
2. number of mentions of type MT which are inside given unit, divided by the

NT size of the unit (4*2=8 features),
3. boolean feature, telling whether unit contains at least one mention of type

MT (4 features),
4. the ST number of NT in mentions of type MT inside the unit (3*2*4=24

features),
5. the ST number of NT in mentions of type MT inside the unit, divided by

the NT size of the unit (3*2*4*2=48 features).

Based on mentions inside the unit, coreference chains to which these mentions
belong may be obtained. For such coreference clusters the following features were
defined:

5. number of clusters of type CT with at least one mention inside the unit (2
features),

6. number of clusters of type CT with at least one mention inside the unit,
divided by the NT size of the unit (2*2=4 features),

7. boolean feature, telling whether unit contains at least one mention of a
cluster of type CT (2 features),
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8. the ST number of mentions in clusters of type CT with at least one mention
inside the unit (3*2=6 features),

9. the ST number of mentions in clusters of type CT with at least one mention
inside the unit, divided by the NT size of the unit (3*2*2=12 features),

10. the total number of mentions of type MT inside clusters of type CT with at
least one mention inside the unit (4*2=8 features),

11. the total number of mentions of type MT inside clusters of type CT with
at least one mention inside the unit, divided by the NT size of the unit
(4*2*2=16 features).

The last set of features concerns only the non-singleton coreference clusters
intersecting given unit:

12. for coreference clusters of each mention of type MNST : the number of men-
tions being first in their coreference chains (3 features),

13. for coreference clusters of each mention of type MNST : the number of men-
tions being first in their coreference chains, divided by the NT size of the
unit (3*2=6 features),

14. for coreference clusters of each mention of type MNST : the ST position of
a mention from the unit in its coreference chain (3*3=9 features),

15. for coreference clusters of each mention of type MNST : the ST position of
a mention from the unit in its coreference chain, divided by the NT size of
the unit (3*3*2=18 features).

In total there are 174 coreference-related features. In addition to these, several
standard features were implemented:

16. position of unit in text – from 0 to the total number of units,
17. position of unit in its paragraph,
18. number of NT in unit (2 features),
19. number of NT in the paragraph containing unit (2 features),
20. number of NT in the sentence containing unit (2 features),
21. boolean feature, telling whether unit’s last character is a letter,
22. boolean feature, telling whether unit’s first character is a letter,
23. boolean feature, telling whether unit is all capital letters.

The main reason to include those 11 features was a conclusion from initial
experiments, based on two observations:

– It is well known, that the baseline of taking the first part of a press article
as its summary is very hard to outperform. This was confirmed during the
experiments. Therefore several simple features about paragraph/document
position were introduced.

– Texts in PSC often contain paragraph titles, author or photographer names
and similar rather short spans of text. These were very rarely selected to the
summary by human annotators, at the same time it would be difficult for the
system to identify such units without the knowledge about their last char-
acter (most of them ended with a letter, in contrary to standard sentences,
ending with punctuation signs), word/character length (they were mostly
short) and capitalization (author names were mostly fully capitalized).
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5.4 Performance on training set

Two settings were tested:

– with sentence units (34676 in the training data),
– with clause units (48331 in the training data).

In each setting a dataset was extracted from the training corpus. Two ma-
chine learning algorithms were applied to that data:

– linear regression,
– regression tree.

Implementations come fromWEKA [43] with the default parameter values. The
higher correlation coefficient in 10-fold cross-validation was obtained for linear
regression (49.1% for sentence units, 49.91% for clause units), therefore linear
regression was chosen for the final evaluation.

5.5 Coreference-related feature importance

An additional experiment was conducted to find out the correlation of coreference-
related features with the gold unit scores. For that purpose, non-coreference-
related features were removed from the clause unit dataset and then default
WEKA’s supervised attribute selection was performed. It resulted in choosing
the following features:

– count of all mentions inside the unit (0.7284),
– count of all coreference clusters with at least one mention inside the unit

(0.5575),
– average character length of all mentions inside the unit (0.1374),
– the mention count of the largest coreference cluster with at least one mention

inside the unit (0.0217)
– the character length of the longest mention inside the unit (0.0212),
– average word length of unit mentions divided by the unit character length

(-0.0812),
– total number of mentions of all clusters having at least one mention inside

the unit (-1.0208).

Linear regression model trained using these features yielded weights presented
in parentheses. This shows that an informative unit should:

– have large number of long (in terms of characters) mentions, but not too
long (in terms of words) compared to the unit character size,

– contain an element from a large cluster,
– have elements from many clusters, yet not many large clusters.

Similar results were obtained for the sentence unit setting.
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6 Evaluation

There is no consensus in the scientific environment about the single best metric
used to evaluate single-document summarization systems. One of the most simple
and popular metric is ROUGE [44, 45, 46]. The acronym is expanded as Recall-
Oriented Understudy for Gisting Evaluation and covers several metrics:

– ROUGEn, which counts n-gram co-occurrences between reference (gold)
summaries and system summary,

– ROUGE-L, which searches for longest common subsequences of words be-
tween reference and system summaries,

– ROUGE-W, which is a version of ROUGE-L, weighing longest common sub-
sequences by the lengths of discontinuous fragments in them,

– ROUGE-S, which uses so called skip-bigrams, i.e. pairs of words, possibly
divided by other words,

– ROUGE-SU, which is an extension of ROUGE-S, utilising unigrams too.

In this article, I have chosen ROUGEn to be the metric used for evaluation.
It is both the simplest one and also the one shown to well correlate with human
assessment of summary quality, especially ROUGE 2 for single document sum-
marization and ROUGE 1 for very short summaries [46]. ROUGEn is calculated
in the following way:

ROUGEn =

∑
S∈RS

∑
gramn∈S

Countmatch(gramn)∑
S∈RS

∑
gramn∈S

Count(gramn)
,

where:

– n – n-gram word count,
– RS – a set of reference (gold) summaries,
– Countmatch(gramn) – the number of occurrences of given n-gram both in a

reference summary and an automatic (system) one,
– Count(gramn) – the number of occurrences of given n-gram in a reference

summary.

The denominator contains the total number of occurrences of all n-grams in all
reference summaries, while the numerator has the number of n-grams in the
automatic summary, which do map to occurrences in a reference summary.

The numerator clearly indicates, that ROUGEn is a recall-oriented measure,
not a precision-oriented one, as its sibling BLEU [47], a measure for machine
translation evaluation.

Evaluation tool was written in Java, its source code is publicly available at Git
repository: http://git.nlp.ipipan.waw.pl/summarization/eval (tag: 1.0).
For the purpose of obtaining n-grams, a simple tokenizer was implemented, split-
ting character stream on every sequence of non-alphanumeric characters. Exam-
ple of such tokenization is given below:
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Wyrażał przekonanie, że ”złoty pociąg” istnieje ”na ponad 99 procent”.
[Wyrażał] [przekonanie] [że] [złoty] [pociąg] [istnieje] [na] [ponad] [99] [pro-

cent]

Moreover, after tokenization all tokens were mapped to lowercase, to en-
courage summarization systems do changes on sentence boundaries, possibly
changing the case of letters at the beginning of original sentences.

Some researchers claim that there multiple gold summaries should not be
used to create single reference summary, but allow a system to compare itself
with one of the gold summaries it is most similar to. Therefore evaluation tool
also facilitates an option to calculate ROUGE score of a system for each text
using a single manual summary which gives the highest score as a reference. In
such case we have:

ROUGE-Mn = max
S∈RS

∑
gramn∈S

Countmatch(gramn)∑
gramn∈S

Count(gramn)

This metric is included in the evaluation.

6.1 Comparison settings

Systems, to which I compared my summarization tool, are:

– Lakon – presented in Section 2.2,
– Świetlicka – presented in Section 2.2,
– OpenText – presented in Section 2.2,
– Baseline – system taking the first words from the original document to fill

desired ratio.

To produce summaries of the first three systems, I used Multiservice. I
created an application, which sends each original document from Polish Sum-
maries Corpus to Multiservice to obtain a summary for each of three tested
ratios:

– 20 percent,
– 10 percent,
– 5 percent.

Such approach needed some tuning, which details are shown in next section.

6.2 Obtaining comparative summaries

All systems implemented in Multiservice accept a single ratio parameter.
Most of them understand it as the desired summary ratio in terms of sentence
count. Initial approach to gather automatic summaries for these systems showed
that this may result in large differences in output word counts of summaries
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produced by various systems, as presented in box plots in Figure 1. The upper
and lower ”hinges” correspond to the first and third quartiles. The upper whisker
extends from the hinge to the highest value that is within 1.5 * IQR of the hinge,
where IQR is the inter-quartile range, i.e. the distance between the first and third
quartiles. The lower whisker extends from the hinge to the lowest value within
1.5 * IQR of the hinge. Data beyond the end of the whiskers are outliers and
plotted as blue crosses.

For Świetlicka sometimes summaries reached 40% word ratio, when 20%
was requested. On the other hand, Lakon tended to select sentences shorter than
average, most often outputting summaries shorter than requested. Baseline
system of course was perfect in this area.

0

10

20

30

40

5 10 20
Requested summary ratio (word count)

O
bt

ai
ne

d 
su

m
m

ar
y 

ra
tio

 (
w

or
d 

co
un

t) OpenText

0

10

20

30

40

5 10 20
Requested summary ratio (word count)

O
bt

ai
ne

d 
su

m
m

ar
y 

ra
tio

 (
w

or
d 

co
un

t) Świetlicka

0

10

20

30

40

5 10 20
Requested summary ratio (word count)

O
bt

ai
ne

d 
su

m
m

ar
y 

ra
tio

 (
w

or
d 

co
un

t) Lakon

0

10

20

30

40

5 10 20
Requested summary ratio (word count)

O
bt

ai
ne

d 
su

m
m

ar
y 

ra
tio

 (
w

or
d 

co
un

t) Baseline

Fig. 1. Summary lengths with initial ratio use

However, taking into account our evaluation scheme it would be unfair to
allow competing systems to produce summaries with such different word counts
– as the evaluation concerns n-gram co-occurrences, the system with a summary
with higher number of words can get a higher score. Another drawback of a
constraint with only target sentence count is that the output summary length in
terms of display space may vary very much. This may limit hypothetical practical
use of a summarization system - it would be better to have a well-predictable
space taken by a summary on screen.
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Because of that, I decided to try changing requested ratio, if the output was
too far from the desired length. The procedure was as follows:

1. Initially set the following parameters:
– ratio to desired ratio (20, 10 or 5),
– iteration to 1,
– prevDifference to 100.

2. Send a Multiservice request with ratio parameter and obtain a summary.
3. If the summary word length is greater than expected, decrease ratio param-

eter, otherwise increase ratio parameter.
4. Calculate the difference obtained and desired summary ratio in terms of

word count.
5. End the procedure if any one condition is true:

– iteration > 20,
– ratio < 1,
– ratio > 99,
– 3 > difference > prevDifference.

6. Increase iteration parameter.
7. Store difference into prevDifference.
8. Go to step 2.

The resulting summary was the one from penultimate iteration. The only un-
intuitive element of the algorithm is the fact that we do not end the procedure
simply when in current iteration we obtained summary ratio worse than in pre-
vious iteration. There is an additional check of the difference from desired ratio
being sufficiently small (smaller than 3). This is needed, because summarizers
sometimes produce summaries longer in terms of word count, even when re-
quested shorter summaries in terms of sentence count. In such case, we could be
still far from desired word ratio and end the procedure.

The output of such approach was much closer to desired, as can be seen
in Figure 2. This time Baseline was replaced with Emily to show, that the
problem of too long summaries did not affect this summarizer (there was no
iterative process in Emily’s case), just a single request with desired ratio). As
the summaries are now of similar lengths, we may safely compare their quality.

6.3 Final results

Final results were collected via evaluation on test set, presented in Section 4.3.
The set of reference (gold) summaries included only abstractive summaries, i.e.
5 summaries for each text. Results of evaluation using ROUGE-N and ROUGE-
M-N for N=1,2,3 for ratios of 5%, 10% and 20% are presented in Tables 2, 3 and
4 respectively (see Section 6 for definition of evaluation metrics). Best results
are marked with bold font.

To evaluate statistical significance of the differences between competing sys-
tems, one-sided t-test without the assumption of equal variances was used3.
3 The implementation details available at: http://commons.apache.org/proper/
commons-math/apidocs/org/apache/commons/math3/stat/inference/TTest.html
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Fig. 2. Summary lengths with corrected ratio use

System ROUGE-1 ROUGE-2 ROUGE-3 ROUGE-M-1 ROUGE-M-2 ROUGE-M-3

Baseline 0.359 (0.119) 0.170 (0.115) 0.132 (0.107) 0.533 (0.198) 0.391 (0.252) 0.355 (0.261)
Lakon 0.323 (0.093) 0.134 (0.078) 0.097 (0.071) 0.453 (0.136) 0.289 (0.162) 0.249 (0.165)
OpenText 0.248 (0.092) 0.047 (0.061) 0.028 (0.049) 0.340 (0.121) 0.114 (0.138) 0.085 (0.133)
Emily-C 0.270 (0.095) 0.069 (0.078) 0.048 (0.067) 0.359 (0.124) 0.148 (0.137) 0.118 (0.132)
Emily-S 0.272 (0.095) 0.064 (0.077) 0.042 (0.066) 0.364 (0.132) 0.145 (0.159) 0.113 (0.156)
Świetlicka 0.327 (0.100) 0.121 (0.079) 0.085 (0.069) 0.447 (0.137) 0.257 (0.161) 0.214 (0.162)

Table 2. Results for 5% ratio

System ROUGE-1 ROUGE-2 ROUGE-3 ROUGE-M-1 ROUGE-M-2 ROUGE-M-3

Baseline 0.448 (0.090) 0.182 (0.087) 0.139 (0.081) 0.585 (0.131) 0.380 (0.187) 0.340 (0.196)
Lakon 0.417 (0.089) 0.147 (0.065) 0.103 (0.057) 0.509 (0.101) 0.270 (0.119) 0.225 (0.121)
OpenText 0.365 (0.092) 0.073 (0.056) 0.045 (0.043) 0.446 (0.103) 0.153 (0.106) 0.119 (0.100)
Emily-C 0.384 (0.082) 0.089 (0.058) 0.057 (0.049) 0.458 (0.088) 0.168 (0.098) 0.131 (0.095)
Emily-S 0.385 (0.080) 0.087 (0.059) 0.056 (0.050) 0.454 (0.090) 0.165 (0.101) 0.130 (0.101)
Świetlicka 0.442 (0.088) 0.155 (0.067) 0.107 (0.057) 0.539 (0.101) 0.280 (0.117) 0.231 (0.116)

Table 3. Results for 10% ratio
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System ROUGE-1 ROUGE-2 ROUGE-3 ROUGE-M-1 ROUGE-M-2 ROUGE-M-3

Baseline 0.558 (0.077) 0.214 (0.076) 0.160 (0.071) 0.657 (0.091) 0.383 (0.142) 0.339 (0.149)
Lakon 0.554 (0.077) 0.208 (0.067) 0.144 (0.054) 0.629 (0.080) 0.333 (0.104) 0.274 (0.101)
OpenText 0.513 (0.082) 0.136 (0.063) 0.090 (0.050) 0.585 (0.086) 0.225 (0.097) 0.179 (0.090)
Emily-C 0.529 (0.076) 0.151 (0.053) 0.100 (0.041) 0.588 (0.078) 0.242 (0.080) 0.192 (0.076)
Emily-S 0.530 (0.072) 0.154 (0.056) 0.104 (0.047) 0.594 (0.073) 0.247 (0.083) 0.201 (0.081)
Świetlicka 0.580 (0.081) 0.226 (0.070) 0.161 (0.059) 0.654 (0.085) 0.358 (0.104) 0.298 (0.101)

Table 4. Results for 20% ratio

However, only for the largest summary ratio the assumption of normality (tested
with Kolmogorov–Smirnov test4) was confirmed for most systems and metrics
(34 out of 36, which is acceptable at 0.05 significance level). In 5% and 10%
summarization ratio the normality assumption was only fulfilled for 20 and 22
metric-system combinations, respectively. Therefore Table 5 shows the signifi-
cantly worse systems for each system and metric only of 20% ratio setting.

System ROUGE-1 ROUGE-2 ROUGE-3 ROUGE-M-1 ROUGE-M-2 ROUGE-M-3

1. Baseline 3, 4, 5 3, 4, 5 2, 3, 4, 5 2, 3, 4, 5 2, 3, 4, 5, 6 2, 3, 4, 5, 6
2. Lakon 3, 4, 5 3, 4, 5 3, 4, 5 3, 4, 5 3, 4, 5 3, 4, 5
3. OpenText
4. Emily-C 3 3 3 3
5. Emily-S 3 3 3 3 3
6. Świetlicka 1, 2, 3, 4, 5 2, 3, 4, 5 2, 3, 4, 5 2, 3, 4, 5 2, 3, 4, 5 2, 3, 4, 5

Table 5. Statistically significant differences for 20% ratio

The results are not encouraging: Emily manages to significantly outperform
only OpenTextSummarizer. The sentence unit version (Emily-S) scores a
little better than the clause unit version (Emily-C), however the results are
much worse than these obtained by the Świetlicka system and the Baseline.
It is important to notice that the Baseline is very strong: only Świetlicka
for ROUGE-1 metric is able to get higher score. The results are even worse for
5% and 10% ratios – the Baseline clearly wins for each metric in these cases.

This may indicate that a promising approach to summarize texts from the
Polish Summaries Corpus is to start with the Baseline solution. Next step of a
summarization algorithm may consist of searching for possible modifications to
the Baseline.

7 Conclusions and Future Work

In this article I proposed a way to use multiple gold extractive summaries to
score informative value of units in the original texts. I also introduced a machine

4 The implementation details available at: https://commons.apache.org/
proper/commons-math/apidocs/org/apache/commons/math3/stat/inference/
KolmogorovSmirnovTest.html
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learning system able to create extractive summaries relying mostly on coref-
erence features. Clause- and sentence-based extractive summarization methods
were compared to existing summarization systems for Polish. All systems were
for the first time thoroughly evaluated on a large corpus for various summa-
rization ratios, showing the best performance of Świetlicka’s solution and trivial
Baseline.

Possible future work may involve further development of features or transfor-
mation and combinations of existing ones. It is necessary to test more advanced
machine learning algorithms and most importantly compare the results on gold
coreference data, because advanced preprocessing used by Emily may introduce
many errors. Another approach would be to develop a non-greedy method (i.e.
not ranking units independently, but rather taking into account their various
subsets) for unit selection utilising coreference information.
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